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INTRODUCTION

Australia is about to move to a new system for dis-
tributing the government’s block grant for research
among universities, with the introduction of a process
similar to Britain’s Research Assessment Exercise
(RAE) — the Research Quality Framework (RQF). The
RQF retains the RAE’s expert peer review assessment
of the 4 ‘best’ outputs nominated by research active
staff, but there are a number of significant innovations
in the RQF model.

One major innovation is the attempt to assess not
only the quality of the research undertaken within uni-
versities, but also the impact of that research outside
academia. This broader impact relates to the recogni-
tion that research ‘has been successfully applied to
achieve social, economic, environmental and/or cul-
tural outcomes’ (DEST 2006a, p. 10). Another signifi-
cant difference is the assessment unit — ‘groups’ of
researchers rather than academic organisational units.

Universities are free to construct groups in any way
they desire, with no requirement for them to conform
to the institution’s organisational structure. The only
constraint is that they are to be organised around Aus-
tralia’s field of research classification, with allowance
made in the model for cross-disciplinary groups.

However, in the context of this paper, the most sig-
nificant variation from the current RAE process is the
role of metrics. As well as assessing the quality of the
nominated outputs, the deliberations of assessment
panels will also be ‘assisted by the inclusion of relevant
and appropriate quantitative measures of research
quality’ (DEST 2006a, p. 15). Amongst the suite of indi-
cators to be used, bibliometrics plays a central role.
The RAE is now moving to incorporate metrics in their
process post-2008; however, they envisage a more cen-
tral role for quantitative measures than is proposed for
the RQF (DfES 2006). The RQF is more balanced with
bibliometrics and other quantitative performance mea-
sures being used alongside peer review.
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POLICY BACKGROUND

The Australian government has a dual system for
funding research in universities. A significant amount
of money is distributed by the 2 research councils, the
National Health and Medical Research Council
(NHMRC) and the Australian Research Council (ARC),
via a peer reviewed assessment system. Both agencies
distribute the bulk of their funding support in the form
of project grants, commonly of 3 years duration. Sec-
ond, a proportion of the block operating grant to uni-
versities (currently in the order of AU$ 1.2 million) is
earmarked for research and research training (known
as the Research Quantum), with institutions having no
restrictions on the internal distribution of these funds.

Since the beginning of the 1990s, this funding has
been distributed via a formula. Initially, this formula used
institutional success in obtaining national competitive re-
search grant income as the sole basis for allocations, but
subsequently student and publication components were
added. The weight given to the element relating to grant
income decreased from 100% at the start of the funding
scheme to 82.5% after additional elements were added
in the mid-1990s, and then to 60% after a government
review of higher education funding (DETYA 1999).
Thus, while there appears to be a dual funding system, it
is apparent that success in obtaining grants from the
ARC and NHMRC has a flow-through effect, as it di-
rectly feeds into the Research Quantum (Marginson &
Considine 2000). While the Research Quantum was de-
signed to give universities the capacity to fund long-
term, strategic research, the influence of the ARC and
NHMRC on the distribution of this money ensures a
focus on short to medium term project research.

Other concerns with the Research Quantum, specifi-
cally in relation to the publications component, were
raised soon after its introduction (Anderson et al. 1996).
These issues were considered in a ministerial discus-
sion paper on higher education research and research
training issued in June 1999. There were concerns
about the reliability of the data and the likelihood that
it had ‘stimulated an increased volume of publication
at the expense of quality’ (DETYA 1999, p. 29). Despite
the misgivings, the existing allocative mechanism was
retained, albeit with an adjustment to the weightings
given to each element.

However, the concerns regarding this method of
funding research did not disappear, but merely lay
dormant for a number of years. In March 2003, an eval-
uation of the 1999 reforms was published, which
included the recommendation that the government
and the higher education sector should ‘engage in a
further discussion on how best to undertake cost-effec-
tive research quality assessment’ (DEST 2004, p. 53). In
so doing, the report’s authors urged the government to

explore the possibility of designing ‘an approach to
quality assessment that avoids the RAE’s drawbacks’
(DEST 2004, p. 53). The greatest concerns were the
high implementation cost and the administrative bur-
den on universities. Other issues raised included con-
cerns about game-playing, such as poaching of staff,
and the undermining of inter-university and industry
collaboration.

In May 2003, the government responded by an-
nouncing the establishment of an RQF and appointed
Sir Gareth Roberts to chair an Expert Advisory Group,
whose remit was to consult widely and develop a
model for assessing the quality and impact of research
in Australia. Their proposed model was published in
February 2006 (DEST 2006a), but a change of minister
and further lobbying by the sector led to the establish-
ment of a new Development Advisory Group (DAG) to
refine the model. The final model retained most of the
key elements of the Roberts proposal, which in turn
drew heavily on experiences from the UK’s RAE and
New Zealand’s Performance Based Research Funding
scheme.

THE RQF PROCESS

Under the proposed RQF, the assessment of quality
will be undertaken by 13 discipline-based assessment
panels, each consisting of 12 members. Because of the
need to assess impact, as well as quality, 3 of the pan-
ellists will represent the ‘end users’ of research. The
panels are constructed along discipline lines, using the
Australian Standard Research Classification scheme
devised by the Australian Bureau of Statistics for mea-
suring and analysing research and experimental
development undertaken in Australia (ABS 1998). The
panels, and the disciplines they cover, are shown in
Table 1.

While panels will be asked to judge both the quality
and impact of research, this paper focuses solely on the
assessment of quality. Panels will be asked to rank the
quality of a research group on a scale from 1 (research
deemed to fall below the standard of recognised qual-
ity work) up to 5 (research that is world leading in its
field). In reaching their conclusions about the quality of
a group’s research, panels will have 2 sets of informa-
tion available to them. First, each group will submit an
Evidence Portfolio (EP), which contains 3 elements: (1)
The group’s ‘context statement’, which will provide an
overview of the research culture of the group and the
institutional context in which it operates, together with
any supplementary information they believe demon-
strates the quality of their research. These can include
esteem measures (e.g. honours, awards, prizes, mem-
bership of learned academies, prestigious invited lec-
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tures), service to journals and conferences, collabora-
tive activities, and competitive grant success. A num-
ber of fields will be reported via drop-down menus that
will enable them to be routinely summarised for the
assessment panels. (2) The full ‘body of work’ for the
group, listing all publications or other forms of
research outputs for the 6 year assessment period. The
guidelines for each panel will detail the publication
types to be included in the body of work, as this will
vary from discipline to discipline. (3) The ‘best outputs’
of the group. Each researcher in a group nominates the
4 publications he/she believes were their ‘best’ outputs
for the 6 year period covered by the RQF, and which

demonstrate the quality of their research. It is clear
from the size of the panels that panellists will have nei-
ther the expertise nor the capacity to assess all the
nominated outputs. It is anticipated that many will be
assessed using an extensive pool of external experts
identified for this purpose. Secondly, panels will be
provided with a number of quantitative indicators,
which will be centrally collated and analysed and
derived from the group’s body of work.

In 2006, a number of expert working groups were
established by the Australian Department of Educa-
tion, Science and Training (DEST) to flesh out the rec-
ommended assessment model, and I chaired the Qual-
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Panel Title Discipline coverage

1 Biological sciences Biochemistry and cell biology, genetics, microbiology, botany, zoology, physiology,
ecology and evolution, biotechnology

2 Physical, chemical and Astronomical sciences, theoretical and condensed matter physics, atomic and molecular
earth sciences physics, nuclear and particle physics, plasma physics, optical physics, classical physics,

physical chemistry, inorganic chemistry, organic chemistry, analytical chemistry, macro-
molecular chemistry, theoretical and computational chemistry, geology, geophysics,
geochemistry, oceanography, hydrology, atmospheric sciences

3 Engineering and Aerospace engineering, manufacturing engineering, automotive engineering,
technology mechanical and industrial engineering, chemical engineering, resources engineering,

civil engineering, electrical and electronic engineering, geomatic engineering, environ-
mental engineering, maritime engineering, metallurgy, materials engineering, biomed-
ical engineering, computer hardware, communications technologies, interdisciplinary
engineering

4 Mathematical and Mathematics, statistics, information systems, artificial intelligence and signal and image
information sciences processing, computer software, computation theory and mathematics, data format
and technology

5 Agricultural, veterinary, Industrial biotechnology and food sciences, soil and water sciences, crop and pasture
food and environmental production, horticulture, animal production, veterinary sciences, forestry sciences,
sciences fisheries sciences, environmental sciences, and land, parks and agricultural management

6 Clinical sciences and Medicine – general, immunology, medical biochemistry and clinical chemistry, medical
clinical physiology microbiology, pharmacology and pharmaceutical sciences, medical physiology, dentistry,

optometry, clinical sciences (excluding psychiatry), mental health

7 Public health and Nursing, public health and health services (excluding mental health), complementary/
health services alternative medicine, human movement and sports science

8 Psychology, etc. Neurosciences, psychology, psychiatry, cognitive science, linguistics.

9 Social sciences and Political science, policy and administration, sociology, anthropology, human geography,
politics demography

10 Economics, commerce Economic theory, applied economics, economic history and history of economic thought,
and management econometrics, accounting, auditing and accountability, business and management,

banking, finance and investment, transportation, tourism, services

11 Law, education and Education studies, curriculum studies, professional development of teachers, journalism,
professional practices communication and media, librarianship, curatorial studies, social work, law, professional

development of practitioners, justice and legal studies, law enforcement

12 Humanities History and philosophy of science and medicine, art history and appreciation, language
studies, literature studies, cultural studies, historical studies, archaeology and prehistory,
philosophy, religion and religious traditions

13 Creative arts, design Architecture and urban environment, building, urban environment and building, 
and built environment performing arts, visual arts and crafts, cinema, electronic arts and multimedia, design

studies

Table 1. The discipline-based assessment panels established to assess research performance in Australia’s Research Quality
Framework, detailing the fields of research covered by each panel
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ity Metrics Working Group (QMWG). The QMWG was
asked ‘to identify the forms and sources of available
data that may assist the process of research assessment
by expert review’ (DEST 2006a). Membership was
drawn from across the higher education sector, cover-
ing the broad range of universities and disciplines it
encompasses. Members discussed in detail 4 issues
fundamental to the introduction of metrics in a national
research assessment exercise before providing the
department with recommendations on the measures to
be used. These were the role that metrics were to play,
the level of aggregation at which they were to be
applied, the source of the data, and the number and
range of metrics.

In the following sections I will discuss the debate that
surrounded each of the 4 fundamental issues, then de-
tail the final recommendations on metrics made by the
QMWG to the department, and conclude with a dis-
cussion of the role of quantitative measures in general,
and bibliometrics in particular, in the proposed RQF.

ROLE OF METRICS

Most of the debate surrounding the use of quanti-
tative performance indicators to assess research has
focused on bibliometrics. Much of that debate is trig-
gered by concerns about the substantive role they will
play. Those that vehemently oppose their use are wor-
ried that the proponents of the measures are attempting
to replace peer review. Supporters of a fully metrics ap-
proach have suggested that, for cost reasons, the peer
review component in the British RAE could be largely
replaced by citation analyses, given the very high cor-
relations with past rankings (Smith & Eysenck 2002).
However, another study of the correlation between
RAE scores and bibliometric measures has shown that,
while the correlation is high, there are deviant cases
(Warner 2000). Their existence raises concerns about
the straight replacement of peer review by biblio-
metrics where funding decisions are coupled with
research assessment.

The generally good pattern of correspondence
between quantitative indicators and peer judgements
has often led to them being characterised as ‘objective’
measures in contrast to the subjective character of the
peer review. However, it should be remembered that
the indicators themselves are based in part on peer
decisions — journal articles embody the peer evalua-
tions that have led to acceptance for publication, and
grant success embodies the peer assessment of appli-
cations (Weingart 2003).

Most informed researchers do not see indicators as a
replacement for peer evaluation, but rather as a way to
make the results of research assessment debatable and

to offer experts additional information (van Raan & van
Leeuwen 2002). Bibliometric indicators can make peer
review more ‘transparent’ and counterbalance its
shortcomings (van Raan & van Leeuwen 2002, Tijssen
2003, Aksnes & Taxt 2004). They are seen as a useful
resource in cases of doubt within panel discussions of
peers (Moed & van Raan 1988).

In addition, bibliometric indicators can be used to
highlight gaps in the knowledge of peers — as ‘triggers
to the recognition of anomalies’ (Bourke et al. 1999,
p. 1). Where the indicators do not align with peer eval-
uation, then the reasons must be sought. It may be due
to problems with the indicators, or it may be that the
experts have an incomplete knowledge of the research
they are assessing. Inconsistencies between quantita-
tive data and peer review are likely to trigger addi-
tional, deeper analyses of the performance of units
being evaluated by those conducting the assessment.

The QMWG saw the role of metrics as enhancing
and complementing the panel assessment process. The
measures were seen as just 1 of 3 elements of the pan-
els’ deliberations on quality, alongside the assessment
of the nominated ‘best’ outputs and an evaluation of
the information in the context statements. There was a
strong preference for panels to have access to the data
from the beginning of the assessment process.

It was acknowledged that quantitative measures
have the potential to exert undue influence on all
panel decision-making. The QMWG proposed 2 strate-
gies to lessen these concerns. The first was to recom-
mend that no attempt be made to aggregate the indica-
tors to produce a single score. The second strategy was
to propose that the role of each of the various elements
of a research group’s EP be made transparent by stipu-
lating the weight given to each in the overall assess-
ment. This proposal is in line with the UK’s 2008 RAE
practice, where a minimum weighting for each RAE
element is specified (research outputs 50%, research
environment 5%, and esteem indicators 5%), but pan-
els have the flexibility to determine the actual weight-
ing for each element in their discipline within these
broad limits. The QMWG left open for further discus-
sion a recommendation on what the 3 weightings
should be in the RQF context.

The formal recommendation of the QMWG was that
‘metrics should be used to inform decision making’
(DEST 2006b, p. 2). To make the process for the inter-
action of metrics and the discipline panel assessment
process more explicit, this recommendation was elabo-
rated on as follows: (1) metrics should not be used in
isolation, such as the ‘shadow exercise’ proposed for
the 2008 UK RAE; (2) the data should be available to
discipline panels from the beginning of the assessment
process; (3) no attempt should be made to aggregate
indicators to produce a single ‘quality score’.
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Level of aggregation

It was clear from the outset of QMWG deliberations
that bibliometric indicators were one of the favoured
metrics. Discussion about the validity of citation indi-
cators has shown that it is important to allow for the
highly skewed nature of the distribution of citations.
Most publications receive relatively few citations, with
only a tiny minority being heavily cited (Garfield
1979). It is possible that the average citation rate of a
research unit is high because 1 article of the group is
highly cited, with other publications receiving very
few. Concerns relating to this skewed distribution are
most critical if the number of publications is small —
less than 50 publications (Moed et al. 1995). van Raan
proposes 10 or 20 publications per year — the usual
output of a research group in the sciences — as a suffi-
cient basis for bibliometric calculations, while rejecting
those based on a few publications per year (van Raan
2000). The RQF assessment period covers 6 years, so
for a research group (also the unit of assessment for the
RQF), van Raan’s productivity threshold suggests a
minimum level of 100 publications.

The primary concern of the QMWG was ensuring
that the proposed metrics would be based on a suffi-
cient body of work in order to be robust, thus giving
confidence in their use in the RQF process. Preference
was stated for bibliometric measures to rest on sets of
at least 100 publications. It was obvious that limiting
the measures to those publications nominated as ‘best’
outputs by members of the group was unlikely to pro-
vide a sufficient number, particularly for small groups
(the minimum size of a group is to be 5 researchers).
There was also concern about the ability of measures
to discriminate between the performances of research
groups when only a small fraction of their output was
being assessed.

The QMWG therefore made the recommendation
that the measures should be applied to the total ’body
of work’ of the Research Grouping for the RQF census
period (DEST 2006b, p. 3).

Source of data

As I have indicated, it was assumed in the delibera-
tions of the QMWG that bibliometrics were likely to be
recommended, at least for science disciplines, and
there was considerable discussion on how the data
could be extracted for such an extensive research as-
sessment process, and who would undertake the re-
quired analyses. At the time of these deliberations, cita-
tion analysis rested primarily on data from Thomson’s
Web of Knowledge indexes. The QMWG noted that
Australian universities had varying capacity to under-

take in-house analysis of this data. At that point, only
the Australian National University had access to the
raw data files from Thomson, allowing them to under-
take sophisticated analyses. A number of the research-
intensive universities had access to a range of Thomson
products that they could use for national and interna-
tional comparisons, while other universities had more
limited options and data sources available to them.

If metrics are based solely on data available to all
universities, their range would be extremely limited. If
the RQF sought to use more sophisticated metrics, few
universities would have access to the necessary data
sources. If universities were given free reign to provide
whatever metrics they were able to construct, panels
were likely to be faced with a conglomeration of
incompatible measures. Therefore, the only viable
option was for the analysis to be undertaken centrally.

In contrast, data for other possible metrics consid-
ered (grant income and ranked outputs) could not be
obtained from a central source and would have to be
provided by the research groups.

The QMWG therefore made the recommendation
that ‘citation analysis should be undertaken centrally
... other measures are to be constructed from data sup-
plied by the Research Groupings’ (DEST 2006b, p. 5).

Number and range of metrics

The character of research ‘quality’ is complex and
multidimensional. No single quantitative measure can
address all its facets. In addition, since each indicator
has different strengths and weaknesses, it has been
suggested that evaluations should always incorporate
more than 1 indicator (Martin & Irvine 1983), and that
indicators should never be used in isolation, especially
if applied to individual groups (van Raan 1996). This is
also the proposed standard practice for OECD surveys
of R&D activities (Godin 2002). The Centre for Science
and Technology Studies (CWTS) puts this into practice
by always using a set of indicators, their ‘crown indica-
tors’, in evaluative studies (described in van Leeuwen
et al. 2003).

The selection of a suitable suite of indicators for a
given evaluation task is by no means clear-cut. In a
number of studies, Australian researchers have been
sent questionnaires asking which indicators best
reflect the work in their field. For example, in a study
conducted by Hattie and colleagues (Hattie et al. 1991,
Tognolini et al. 1994, Print & Hattie 1997), scientists
rated a large list of indicators divided into 6 groups.
Similar questionnaires were used in a study by Grigg &
Sheehan (1989) and by a research group chaired by
Linke (NBEET 1993). While the lists were comprehen-
sive, none of the studies came up with a preferred set.
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Martin & Irvine (1983) suggest identifying the com-
bination of indicators that provides the strongest corre-
lations and thereby the best combination. However,
important information may be lost if indicators are cho-
sen on the basis of their convergence — contradictory
results could enhance, rather than detract from, an
assessment of performance.

While many indicators have a common starting
point — a particular data source — their final form may
be quite dissimilar. There is considerable room for
‘manipulation by selection, weighting and aggregating
indicators’ (Grupp & Mogee 2004, p. 87). These con-
cerns have been specifically raised in relation to biblio-
metric indicators, where a special session of the major
international conference in the discipline was devoted
to the issue.1

Taking note of the strong evidence provided in the
literature on quantitative performance indicators, the
QMWG therefore considered it essential that a ‘basket
of measures’ should be assembled. By not relying on a
single metric, the possibility of unintended and unde-
sired responses to the measures would be reduced.
The group recommended that some generic measures,
applicable in all discipline panels, should be used
to ensure confidence in cross-panel comparability.
However, it was acknowledged that
standard citation measures were not
applicable in all disciplines, being pri-
marily restricted to the sciences, and
that an attempt should be made to
develop and test alternative equiva-
lent metrics for the applied sciences
(particularly computer science), the
arts, the humanities and many of the
social science disciplines.

The QMWG therefore made the fol-
lowing recommendations: (1) disci-
pline panels should employ a basket of
measures; and (2) from the list of pro-
posed measures, each discipline panel
should be free to choose the combina-
tion of indicators most appropriate for
their disciplines, with some generic
measures across all panels (DEST
2006b).

PROPOSED METRICS

When these fundamental issues had been addressed
by the QMWG, the choice of metrics became relatively
straightforward, once the desirable characteristics of
such measures were taken into account. The QMWG as-
serted that the indicators used should (1) measure some
aspect of research quality (and not, for example, refer
solely to productivity), (2) be transparent, (3) be reliable
when applied to a 6 year time frame, (4) not involve an
excessive financial or time burden to the sector, (5) avoid
undue complexity, and (6) encourage desirable re-
sponses from researchers and institutions. This last char-
acteristic was regarded as of paramount importance.

The QMWG also took note of the varying publication
practices among disciplines when making their recom-
mendations. Data that Australian universities report
each year to the government was analysed to deter-
mine, for each field of research, the proportion of out-
put that appeared in Institute for Scientific Information
(ISI) journals. These data are reported in Table 2.

It is clear from Table 2 that the use of bibliometric
analyses is defensible for the sciences, but for most dis-
ciplines in the social sciences and humanities, the use
of standard bibliometric measures cannot be sup-
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Field of research Total No. ISI journal % publications
publicationsa publicationsb in ISI

Chemistry 2430 3234 83
Physics 2506 2964 74
Biology 4571 4626 72
Medicine 22 631 18 075 65
Agric, Veterinary, Environ 5157 3487 61
Earth Sciences 2060 2256 60
Mathematics 2078 2735 55
Psychology 2294 2040 52
Engineering 8819 9650 35
Philosophy 659 613 26
Economics 1903 1917 24
Studies in Human Society 1678 1070 18
Politics and Policy 1195 993 15
Computing 2237 2904 15
History 1095 1160 14
Management 4788 4826 11
Language 1940 1167 10
Education 4524 3165 9
The arts 2272 446 7
Architecture 1340 936 5
Communication 393 334 4
Law 3196 1925 4
Total 86 720 78 709 43
aTotal publications include counts of books, book chapters, refereed journal
articles and refereed conference publications

bNumber of articles published in journals indexed by ISI

Table 2. Proportion of Australian university publications appearing in Institute
for Scientific Information (ISI)-indexed journals, by field of research (classified 

according to the standard Australian research classification scheme)

1Proceedings of the Workshop on ‘Biblio-
metric Standards’ at the 5th International
Conference of the International Society
for Scientometrics and Informetrics (ISSI)
are published in Vol 35(2) of Sciento-
metrics. This volume contains only papers
taken from the workshop and is accord-
ingly named: Proceedings of the Work-
shop on ‘Bibliometric Standards’
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ported, even when they are not the sole indicators of
performance as is the case with the RQF. The QMWG
strongly supported further investigation into alterna-
tive citation metrics for those disciplines where Thom-
son databases covered less than half their output. The
following 3 metrics were recommended for the RQF.

Ranked outputs

The publications of research groups will be classified
into 4 prestige tiers according to where they appear.
Journals will be ranked in all disciplines. In addition,
other outlets will be ranked where they carry publica-
tions that are important for a particular discipline, e.g.
book publishers for the social sciences and humanities,
conferences for computer science, and venues for the
performing arts. These rankings are being undertaken
by discipline workgroups and involve comprehensive
consultation throughout the higher education sector.
Disciplines aim to classify journals, publishers, confer-
ences and/or venues into tiers according to the follow-
ing distribution: Tier A* (5%), Tier A (15%), Tier B
(30%) and Tier C (50%). The central RQF information
system will produce an analysis of the relevant outputs
from the full body of work for each research group,
allocating outputs into the 4 prestige tiers based on
these rankings. It will then produce a summary report
to panels showing the number and distribution of pub-
lications across tiers for each research group being
assessed by that panel.

Citation data

The QMWG discussed an extensive range of possible
measures based on citation data. These covered 2 types
of analysis, and both were supported for use in the RQF.

Standard bibliometrics

These are measures based on the indexed journal lit-
erature. I have labelled them as ‘standard’ because
they encompass indicators that are routinely used in
citation analyses. The proposal is to apply these mea-
sures for disciplines where at least half their publica-
tions appear in the indexed journal literature. The fol-
lowing are the 2 standard measures to be used in the
RQF in this category: 

Citations per publication. An analysis will be under-
taken of journal articles from the full body of work for
each research group, obtaining total publication and
citation counts and calculating a citation per publica-
tion rate for the group’s œuvre. This data will be pro-

vided in summary form to the panels, together with rel-
evant world and Australian benchmark data for the
disciplines they cover.
Centile distribution of a group’s output. A second
analysis will be undertaken of journal articles from the
full body of work for each research group, producing a
distribution of all articles across centile bands. This will
show the number and proportion of each group’s arti-
cles judged to be among the top 1%, 10%, 20% and
50% most highly cited publications for their discipline
in any given year. The benchmark data on which this
analysis is based will be obtained from Thomson and
will be provided to the sector prior to the submission of
research groups.

Non-standard bibliometric

Where support exists for the methodology, non-stan-
dard measures may be applied in some disciplines in
the social sciences and humanities. The data will be
centrally collated and extracted, and the extraction of
citation counts will be extended to books, book chap-
ters, and journal articles not traditionally covered by
the major citation indices (Butler & Visser 2006).
Because this novel approach has not previously been
used in an extensive research assessment exercise,
particularly one on which significant funding implica-
tions rest — and because the process is labour inten-
sive — it is only likely to be applied to a limited number
of disciplines.

Grant income

As outlined above, grant income will be provided by
groups in their EPs. It is anticipated that the 4 cate-
gories of income judged relevant to this exercise will
be entered by groups into defined fields. The cate-
gories to be reported include competitive grant income
(category 1), other public sector income, industry and
other income, and funding for competitive research
centres. Category 1 income will be used as a quality
metric for all disciplines. Most disciplines will restrict
data on other research income for use as an indicator of
impact, rather than quality. 

The QMWG also provided further rationale for the
choice of particular indicators, and the reasons for
rejecting others that had been proposed.

Rationale for citation data

The QMWG believed that the overall thrust of the
citation measures was to encourage researchers to
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achieve highly cited publications — aiming for quality
rather than focusing on quantity — and believed this
was a desirable behavioural outcome.

Some concerns were raised that relying solely on
citation per publication rates as a measure could tempt
some research groups to limit subsequent output if
they had produced a highly cited article, thus enhanc-
ing their citation average. To counteract this, a second
measure identifying the citation percentile to which
each publication belonged (based on discipline-
specific yearly citation benchmarks) should be used.
While citation rates allow comparison between re-
search groups of different sizes, it was also felt that it
would be essential for the discipline panels to be pro-
vided with the data that underpinned these averages
(i.e. total publication and citation counts and the num-
ber of publications in each percentile).

Rationale for grant income data

While some members of the QMWG regarded grant
income as an input to research, others supported it as
an indicator of ‘quality’, given the assessment of re-
searcher’s track record embodied in the grant applica-
tion process. A decision was made to include it as a
metric for the RQF, as it could contribute to the holistic
picture of the group for the assessors. The QMWG rec-
ommended limiting allowable grants to those listed as
‘Category 1’ by DEST, but expanding the coverage to
include significant international agencies, e.g. National
Institutes of Health (NIH), European Union (EU) — the
qualifier being that they are peer reviewed funding
programs. Panels should decide the international fund-
ing sources relevant to their own disciplines.

The measure was regarded as generic in that it could
be applied in all discipline panels, though benchmarks
(e.g. average income per staff member) would obvi-
ously vary significantly across panels.

Rationale for ranked outputs

This indicator is also generic, though its construction
would be discipline-specific, as the type of output/out-
let to be ranked would vary — e.g. journals, confer-
ences, publishers and exhibition venues. The QMWG
determined that because the measure is to be used to
inform the assessment process, there is no need to
weight the tiers and attempt to derive a score for each
research group.

As with the citation measures, the main thrust of this
indicator is to encourage researchers to publish in the
most prestigious outlets for their discipline, a response
that the QMWG believed was a desirable outcome.

It was noted that many disciplines, including computer
science, education and the creative arts, had already
commenced developing output rankings. However, this
work would have to be validated, and other disciplines
would need to develop rankings relevant to their own
outputs through committees or workshops. Discipline
peak bodies and the learned academies were identified
as potential drivers of these developments.

Rationale for rejecting measures

Many additional measures were discussed as poten-
tial metrics but subsequently rejected. The 4 most
seriously considered and discussed in-depth were as
follows
• Webmetrics. At this point, measures based on these

statistics have not been fully developed as assess-
ment tools. It is anticipated that for future RQF
rounds they may be more robust, though there was
concern over how readily such data could be audited,
and a belief that they might be easily manipulated

• Collaborations. With the exception of jointly-authored
publications, the effort required to collect data on
collaborations is a time consuming process, and its
use as a formal metric was rejected

• Contextual metrics. The QMWG identified a number
of measures that could not be used as stand-alone
metrics, but which might be reported in a research
group’s context statements. These included mea-
sures that related more to a researcher’s whole
career (e.g. esteem measures, service to journals) or
were more related to identifying the capacity for
generational change (such as research student data)

• ISI Impact Factor. While ISI’s Impact Factor is used
extensively throughout the scientific community, it
was rejected for a number of reasons. It was believed
that actual citation counts are a far better citation
measure for judging the performance of groups than
surrogates based on the average citation rates of the
journals which carry that work. There were also con-
cerns about the way in which the indicator is calcu-
lated and anecdotal evidence of increasing manipu-
lation of the indicator by a few journal editors. Even
when ranking journals, some disciplines had already
made it clear that they wished to look beyond the
Impact Factor and undertake a more detailed assess-
ment of the quality of journals.

DISCUSSION

The character of research ‘quality’ is complex and
multidimensional. No single quantitative measure, or
even a ‘basket’ of indicators, can always provide an
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‘accurate’ and unambiguous result. Nor can a small
panel of peers be expected to combine sufficient
knowledge of the performance of all of a nation’s insti-
tutions and researchers active in their discipline to
enable them to arrive at error-free judgements. The
most sensible approach is to combine the 2 methods —
assemble a group of highly qualified experts in the dis-
cipline and arm them with reliable, discipline-specific
data to assist their deliberations. The data should be
viewed as triggers for recognising anomalies. As has
been demonstrated by many studies, the 2 methods
will usually produce similar results. Reaching the same
conclusion from 2 perspectives will increase confi-
dence in the assessments. The bulk of the time panel
members have available to them can be productively
used to determine the reasons for discrepancies in
those cases where the 2 methods result in different
outcomes — whether this is due to problems with the
data or to gaps in the knowledge of panel members.

The challenge facing policy makers is to identify ro-
bust indicators, particularly for those disciplines not well-
served by standard citation analysis. However, consider-
able progress is being made by a small number of units
worldwide, particularly the Centre for Science and Tech-
nology Studies at the University of Leiden and my own
unit at the Australian National University. This work is
providing a path to using citation data in novel ways
more sensitive to the output of the humanities and social
sciences, and is demonstrating effective methods of
ranking outputs into prestige bands in a way developed
and supported by researchers in the discipline.

The RQF is due to be implemented in 2008, with
funding to be allocated, based on the results, starting
in 2009. It has the potential to follow the ‘balanced ap-
proach’ methodology if all the recommendations are
carried through to fruition. Peer review is an essential
component of the scheme — assessing both the quality
of nominated research outputs and the claims of re-
search impact beyond academia. But quantitative mea-
sures, and specifically bibliometrics, are also being in-
corporated into the model. They will inform panel
deliberations, rather than being used in any aggre-
gated, formulaic way. Additionally, these measures will
be sensitive to disciplinary characteristics and their
different publication practices.

The discussion of the validity of using quantitative
data to assess research performance must necessarily
return to a reflection on the role of quantitative indica-
tors in the assessment of research. The significance of
many of the concerns on validity is reduced when the
indicators are used as an aid to peer review where
differences between values can be interpreted and
exceptions can be discussed. They are, however, at the
forefront of concerns related to their use in isolation
from informed peer input.
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